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With the efforts of the Laser Interferometer Gravitational-Wave Observatory (LIGO) collabora-
tion, gravitational waves (GWSs) have been successfully detected from black hole mergers, neutron
stars, and neutron star-black hole binaries. However, there are other violent phenomena, such as
core-collapse supernovae (CCSNe), that are potential candidates for gravitational wave studies. CC-
SNe are of particular interest because they emit other astrophysical messengers such as neutrinos
and electromagnetic rays. I studied the feasibility of using matched filter searches for CCSNe with a
phenomenological GW model that aims to be representative of CCSNe waveforms. I examined the
impact of stochasticity on the g-mode dominated emission of CCSNe, investigated if the random-
ness of waveforms is manageable for generating a parameter space, and designed a template bank
of CCSNe gravitational waveforms. I successfully generated a template bank and determined that

matched filtering is feasible for CCSN waveforms.

I. INTRODUCTION

Gravitational waves (GWs) are ripples in the space-
time that are caused by violent processes in the Universe.
GWs have been predicted by Einstein in his general the-
ory of relativity in 1915. In 2015, the first gravitational
wave signal, GW150914, was detected from a black hole
merger by the Laser Interferometer Gravitational-Wave
Observatory (LIGO) confirming Einstein’s theory of rela-
tivity and opening the door to studying other astrophys-
ical phenomena with GWs [1, 2]. In particular, core-
collapse supernovae (CCSNe) are promising candidates
for GW models. CCSNe are a known multi-messenger
astronomy candidate which can be studied using differ-
ent sources such as GWs, electromagnetic rays, and neu-
trinos to aid in our understanding of the Universe [3].
Studying the neutrinos and GWs from CCSNe in the lo-
cal universe and Milky Way provides insight on the un-
derlying processes of the core collapse and shock wave of
these violent explosions.

CCSNe occur specifically with high mass stars, which
have a mass greater than approximately 8 M [4]. During
the lifetime of a high mass star, the gravitational pres-
sure and degeneracy pressure are balanced. The death
of a high mass star starts when hydrogen is exhausted,
and helium begins to burn causing heavier elements to
be produced. Once iron is produced in the core, the
degeneracy pressure limit is met and the core collapses
increasing the temperature. The core becomes progres-
sively more dense, which causes neutrons to be formed
from the electron capture reaction and neutrinos to be
released. As the collapse of the core accelerates, there is
a bounce when the nuclear forces become repulsive, cre-
ating a shock wave through the outer layers of the star.
Finally, a shockwave created from the neutrinos in the
core blasts off the outer layers of the star which leads to
accretion. The remnant of this explosion is either a black

hole or neutron star.

Notably, the accretion disks formed during this pro-
cess can be gravitationally unstable due to the fallback
from the collapsing star [5], which could potentially emit
GWs. Within the Milky way, these violent and energetic
supernovae are rare events that occur once or twice a
century [6]. With the upcoming fourth run, O4 [7], it is
possible that a CCSN signal would be strong enough to
be observed on Earth. Therefore, being able to analyze
the GW signals from CCSNe would allow further studies
into the mechanisms behind them.

One major difficulty with supernova searches is model-
ing the highly stochastic nature of CCSN from the accre-
tion disk inflows. Current supernova searches, including
Principal Component Analysis (PCA), machine learning,
and coherent WaveBurst are weakly modeled. Thus, for
the approach of this project, we explore the feasibility of
matched filtered searches for supernovae. The matched
filtered search method correlates a template bank of grav-
itational waveforms to the detected data to determine if
a gravitational wave is present. We want to test how
well this method is able to cover parameter space of su-
pernovae to conclude if matched filtering is a plausible
method in comparison to a generic search.

The supernova model we base the template bank on
follows the phenomenological Astone et al. paper [§]
model. This model demonstrates the CCSN GW emis-
sion dominated by g-mode oscillations because even with
random behavior, they are the dominant feature in nu-
merical relativity simulations. In the methods section, I
will describe the approaches I took to test the feasibility
of matched filter searches for CCSN. In the results and
discussion section, I outline the trends and outcome of
my tested methods and highlight the key features of the
template banks I have created. Finally, the conclusion
wraps up my findings which determine that matched fil-
ter searches are in fact feasible and even follow trends in



other CCSN GW detection methods.

II. METHODS

For this project, the supernova waveform followed the
phenomenological model from Astone et. al [8] which
captures the key features of CCSNe waveforms. More
specifically, this model simulates the g-mode emission
with a damped harmonic oscillator with a random forcing
to mimic the random inflows of a accretion disk as shown
in Equation 1. I solved this differential equation follow-
ing the sympletic-Euler method as mentioned in Astone
et. al [8].

Orth + wg)ath + w(t)*h = a(t) (1)

The following parameters of the supernova waveform
is comprised of the post-bounce time and three frequency
constants of the frequency evolution: fy which describes
the starting frequency at the start of the signal, fi, which
is the frequency of the signal one second after the bounce,
fariver which is the driving frequency, @ which is the Q
factor quantifying the ratio of energy stored to energy lost
per cycle, to which indicates the time that the frequency
polynomial is maximum, ¢;,; which is the start of the
signal relative to the bounce, and t.,q which is the end
of the signal relative to the bounce.

These 7 parameters restrict the behavior of the an-
gular frequency, w(t), and are set by the simulation of
the waveform. This means that the parameter space of
the supernova is 7-dimensional, which is more than the
typical gravitational wave search of 4 parameters for phe-
nomena such as black holes and neutron stars. Another
important feature of Eq. 1 is the acceleration, a(t), that
captures the stochasticity of the inflows of the supernova.
This acceleration acts as a pseudo eighth parameter, and
is randomized during the simulation.

In order to test the feasibility of a template bank, I
needed to be able to generate supernova waveform tem-
plates. To generate these templates, in the parameter
space, the set of points with high similarity need to be
found. This similarity value can be calculated by finding
the match. The match quantifies how similar two wave-
forms are from a range of 0 to 1, with 1 being the same
waveform. The match is calculated using Equation 77
which consists of finding the inner product of the wave-
forms.

The match is used to account for the shifts in time of
the waveform. Thus, we want to find the time at which
the waveforms are maximally overlapped using Eqn. 2
[9].
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FIG. 1: The waveforms generated in Fig. 2 overlapped.
hq is the waveform from Fig. 2a and hsy is the waveform
from Fig. 2b. The quantitative overlap to determine
how similar these two waveforms are is calculated using
Equation 2.

This overlap of the waveforms finds the maximum over-
lap by iterating over the frequency steps of the strain’s
frequency domain. The match calculation shown in Eqn.
3 searches the waveform for the peak signal and accounts
for the shifts of the waveform for the maximum time over-
lap. The highest possible value would be 1. The result
of this can be Fourier transformed to find the maximum
time overlap in the frequency domain which results in
Eqn. 2. Because of this, the time and the phase of the
waveform is taken into account to quantify the similarity
between two waveforms.

match = [(h1|h2)]ty,60=0 (3)

The inner product of the two waveforms is calculated
using Equation 4 which integrates the waveforms in the
frequency-domain.

(halha) =4 [~ g ¢

To determine the feasibility of using matched filtering
for supernova waveforms, I took two approaches: change
one parameter at a time, and compare waveforms with
smaller time windows. For changing one parameter at
a time, I compared a range of values of one parameter
with itself while fixing the randomization of the inflows
and time windows of the waveform. Thus, 5 parameter
spaces were be examined: fy, fis, fariver, @, and to. The
reasoning behind changing one parameter at a time is to
analyze the waveform match if there are small differences
between the waveforms being compared. If these small
steps indicate a high performing match between the su-
pernova waveforms, then we could scale up to a higher



dimensional space which would include changing all 7
parameters at once and include the supernova random-
ization. From these tests, we would be able to determine
if matched filtering is feasible, which means that creating
a template bank is feasible.

III. RESULTS AND DISCUSSION

The first task was to duplicate the results of the Astone
et al. paper [8] to generate a supernova waveform. I uti-
lized the same simulated 7 parameters that describes the
gravitational wave emission of a CCSN: fy, fis, fariver,
Q, to, tini, and teng. The sampling rate I utilized was
16384 Hz. From this, I was able to find the strain in the
time-domain of a randomized waveform. The waveform
is randomized to mimic the stochasticity of accelerations
of the CCSNe.

Moving forward, I also compared my code to the CCSN
code from Astone et. al to see if there were possible dis-
crepancies in modeling the waveform. I found that the
paper accounted for an extra factor of 10 after the end of
the relative signal bounce time to mimic the extra damp-
ing of the supernova explosion or black hole formation.
This tapers the end of the waveform at the end so that
it matches the waveform of the Astone et. al paper. 1
verified that the other calculations I had done to gener-
ate the waveform were the same. I generated a waveform
plot similar to the Astone et al. paper as shown in Fig.
2a. Fig. 2b is another waveform created with this same
code, and since my code randomizes the impulses of the
supernova, this waveform has different amplitudes at dif-
ferent times.

This randomly generated CCSN waveform has a dura-
tion of 0.8 second, which is the expected duration of this
phenomenon based on the parameters set by the simu-
lation, and demonstrates the behavior of a damped har-
monic oscillator. I then wrote a Python script that would
take in any values for the 7 parameters as the input and
generate a waveform as the output. I also fixed the seed
using Numpy’s random.seed so that the perturbations of
the waveform would not be randomized with each run
and it would be easier to compare the behavior of the
waveform with changes to the parameters. The quanti-
tative metric I used to compare the waveforms was the
match as mentioned previously, so when two waveforms
are overlapped as shown in Fig. 1, the match would de-
termine how similar these two waveforms are [10, 11].

The strain calculated using the Astone et al. method
was in the time-domain. Therefore, I Fourier transformed
the waveforms in Fig. 2 from the time-domain to the
frequency-domain as seen in Fig. 3. I also used the
power spectral density (PSD) for the O4 run by using
GSTLAL’s Python script that generates the PSD given
the frequency and amplitude spectral density (ASD) [12].
The range that is the frequency observed by LIGO is from
0 to 1000 H z, thus I bounded the Fourier transformations
in the frequency domain from 0 to 1000 H z as well. Both
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FIG. 2: Supernova waveforms generated following the
methods and the parameters fo = 100 Hz, f1, = 700
Hz, foriver = 200 Hz, Q = 10, to = 1.25 s, t;n; = 0 s,
and te,q = 0.8 s used in Astone et al. [8]. The impulses
of the supernovae were randomly generated.

plots peak between 400 to 600 Hz and might be related
to the accelerations and the driving frequency which is
indicative of the stochastic nature of CCSNe.

Because I wanted to compare multiple waveforms to
find the maximum overlap, I wrote a script that gener-
alizes the code for calculating the overlap between two
waveforms so that I can compare waveforms of varying
parameters or changing the random seed. To presam-
ple the parameter space, I generated multiple waveforms
by fixing the supernova parameters and randomizing the
seed. I did this by writing a script in which one waveform
can be compared to a set number of realizations. First, I
generated one waveform and then in a for loop, I would
compare a randomized waveform with the same param-



(b) Fourier Transformation of Waveform 2

FIG. 3: Fourier transforms of the waveforms generated
in 2. The absolute value of the amplitude was plotted.
The peaks are between 400 to 600 Hz and highlights
the stochasticity of CCSNe.

eters. As the script loops, if the overlap is higher than
other values in the dictionary, the waveform gets added.
After the script runs, the final entry in the dictionary
stored contains the maximum overlap between the first
waveform and another realization that was generated.

I found that running many waveforms was time con-
suming, so we optimized the code that calculated the
generated the waveform and calculated the overlap. We
downsampled the sampling rate that I had used previ-
ously of 16384 Hz to 2048 Hz. I also divided out the
factor of 10 for the time step scaling to reduce the time
to calculate a waveform. This change in the time step
scaling decreased the number of time shifts. We also
restructured the code that avoided unnecessary duplica-
tions of calculations. These changes reduce the origi-

nal runtime of around 4 seconds to around 0.5 seconds.
Initially, to test how waveform randomizations were af-
fecting the match of the waveforms, I generated 10,000
waveform realizations following the 7 parameters set by
the simulation like in the Astone et. al paper, and ran-
domized the waveform. With this method having a time
window of 0.8 seconds for the CCSN waveform, the high-
est overlap between these waveforms was 40.3%.

The other possible method for presampling the param-
eter space that I experimented with to examine how the
match changes was fixing the random seed and changing
one parameter to see how the overlap between the wave-
forms changes. Essentially, if the parameter changes by
1, I want to quantify how different the supernova wave-
forms get from one another. Out of the 7 parameters,
I first changed the driving frequency parameter, firiver,
fixed the other parameters, and fixed the seed to gener-
ate the parameter space shown in Fig. 4. I did this by
creating a waveform at each fgrjer value set within a
range based on the minimum and maximum parameters.
I chose 100 to 130 H z, which took 118 seconds to run, to
avoid a long runtime. Fig. 4 has the maximum overlaps
along the diagonal of the plot because the waveforms are
the same and should have an overlap of 100%. Looking
at waveforms that are different, we found that the over-
lap can be close to 100% when the driving frequencies
are 1 Hz apart (i.e. 100 Hz and 101 Hz). This can be
seen in Fig. 4 where there are high overlaps that deviate
one point away from the diagonal.
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FIG. 4: The parameter space of driving frequencies of
100 to 130 Hz. The dark blue data points indicate that
there is a high overlap close to the diagonal, which
marks the same waveform.

In Fig. 5, I generated a parameter space for the Q fac-
tor value of 1 to 10 which follows the minimum and max-
imum parameters of Astone et. al. For this plot, I com-
pared the varying Q factor values and once again fixed
the random seed and the other parameters. Once again,



the diagonal indicates the overlap of the same waveform
which means that the highest overlap is along the diag-
onal. All of the overlaps that are not along the diagonal
in the Q factor parameter space are above 65%, with
several data points close to the diagonal above 90% in
Fig. 5.
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FIG. 5: The parameter space of the Q factors ranging
from 1 to 10. The highest overlaps are close to the
diagonal line.

I then generated a parameter space for fi; 6. Much
like the firiver parameter, the waveforms that deviated
with an increment of 1 from the diagonal had the high-
est overlap. These results are promising like the fg iver
because it indicates that it may be possible to construct
a template bank using this slight deviation between pa-
rameters. The high match values indicates that there can
be a high similarity between the waveforms when one pa-
rameter is tweaked. Testing the other parameters to and
fo as shown in Figs. 7 and 8 respectively. Once again, us-
ing the diagonal as a reference of the match being a value
of 1, the rest of the parameter spaces of these parameters
were close to 1. This indicates that creating a template
bank is indeed likely to be feasible when these parameter
spaces are able to generate high match values between
the waveforms generated. In fact, for example, most of
the match values in the f parameter space in Fig. 8 were
above 0.8. Thus, the next step was creating a template
bank utilizing the whole 7-dimensional parameter space
of the CCSN and incorporating the randomization of the
impulses.

After this exploration into how the supernova wave-
form matches hold up with these comparisons, I then
moved on to generate a template bank which covers
the 7-dimensional space of the supernova waveform. To
generate a template bank, I wrote the Python package
SNoW CaPS: SuperNova Waveforms for Calculating the
Parameter Space which follows a sampling algorithm.
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FIG. 6: The parameter space of f1s ranging from 400
to 450 Hz. The diagonal line highlights the overlap of
the same waveforms.
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FIG. 7: The parameter space of t5 ranging from 1 to 10
s. The t, has to be bigger than the end time of the
bounce. The diagonal line highlights the overlap of the
same waveforms.

This package utilizes three modules: waveform.py,
snoverlap.py, and snowbank.py. The waveform.py file
generates one waveform from the Astone et. al [8] pa-
per. The snoverlap.py file generates two waveforms
using waveform.py and calculates the match. Finally,
snowbank.py calls snoverlap.py to generate the tem-
plate bank. These scripts are distinct but connected
parts of SNoW CaPS which ultimately generates a tem-
plate bank based on the parameters the user sets using
the command line.

The template bank algorithm in snowbank. py starts by



130

125

Overlap

110

105

100

0 1 (Hz)

FIG. 8: The parameter space of fy ranging from 100 to
130 Hz. The diagonal line highlights the overlap of the
same waveforms.

setting a match threshold. Then, it generates an initial
waveform using waveform.py and stores the parameters.
Then, waveform.py is called again to generate a second
waveform. The match of these two waveforms are then
calculated. If the match is less than the threshold, then
the parameters are stored. Then, another waveform is
generated and the match calculation is repeated with the
newly generated waveforms and the stored parameters.
However, if the match is greater than the threshold, then
the number of successive times the match is greater than
the threshold is tracked. If the match is greater than
some threshold for some value length of time, then all
the stored parameters are saved into a hdf5 file. These
stored parameters are what make up the template bank.

When I generated around 10,000 realizations within a
time window of 0.05 seconds, I found that I was able to
achieve banks with a match greater than 0.97. Thus,
generating a template bank with waveforms that have a
shorter signal are able to generate high overlaps. Even
with randomization, high overlaps are achievable. These
high overlaps highlight that the template banks created
do not have much signal loss, which means that more of
the supernova waveform would be retained when utiliz-

ing matched filtering. Comparing these results to current
supernova GW detection methods in Szczepanczyk et. al
[13], this follows a similar trend of seeing signals that
are shorter being more efficient. The shorter signals are
more efficient because they are less complex. When the
time window is smaller, the randomized impulses has a
smaller role on the behavior of the waveform which re-
sults in a higher match between the waveforms in the
template bank. Thus, matched filtering is feasible and
clearly performs similar to other detection methods.
IV. CONCLUSION

I determined that matched-filter searches are feasible
for supernova waveforms. High overlaps are achievable
for template banks even with randomized inflows and
randomized time windows. When comparing the results
to other supernova detection methods to the template
bank I generated, the shorter signals also perform well.
The next step would be to compare the matched filter
method to numerical relativity simulations. This way, I
could have a deeper analysis of the detection methods
and compare the results with the signal-to-noise (SNR)
ratio. Future work would also entail generalizing SNoW
CaPs further to allow the template bank to be completely
generated via command line. As of right now, SNoW CaP$S
requires the user to edit the match threshold within the
snowbank.py file. Finally, the stopping criteria for gen-
erating new parameters for the template bank in SNoW
CaPS can be generalized further.
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