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A companion paper [1] presented RIFT results for parameter inference for GW170729 with higher modes,
computed using a variety of waveform models including numerical relativity, showing these results are in good
agreement with one another. The RIFT analyses with HM are in modest tension with corresponding results
computed with another parameter inference code (LALInference) when using similar settings. In this docu-
ment, we describe the RIFT results, and investigations to assess their reliability. After exhaustive testing of our
HM analyses specifically, particularly via extensive tests with SEOBNRv4HM, we know of no concrete reason
to doubt the RIFT HM results.

I. INTRODUCTION

The Advanced LIGO [2] and Virgo [3] ground-based grav-
itational wave (GW) detectors have identified several coalesc-
ing compact binaries [4–9]. The properties of the sources
responsible have been inferred via Bayesian comparison of
each source with candidate gravitational wave signals [4–13].
Many more are expected as observatories reach design sen-
sitivity [14]. Both to handle the rapid pace of discovery and
particularly to enable coordinated multimessenger followup,
GW observatories hope to reconstruct the evidence for a sig-
nal being present in the data along with the full source pa-
rameters of coalescing binaries as fast as possible [15–17].
The RIFT/rapidPE strategy described in [11, 12, 18, 19] can
perform these inferences quickly and low computational cost,
even for computationally costly models, without additional
intermediate approximations (e.g. surrogates, reduced-order
quadrature) and their requisite development and tuning; see,
e.g., [20] for discussion and demonstrations of RIFT perfor-
mance. The RIFT code and tutorials are publicly available
[20, 21].

GW170729 is a high-mass, low-amplitude binary black
hole [10]. Gravitational wave emission from BBH can be de-
scribed as a sum over angular modes h(t) =

∑
lm Y

−2
lm hlm,

with often-subdominant terms in the sum not arising from l =
|m| = 2 (corresponding to the mass and current quadrupole
in near-flat space) known colloquially as “higher modes”. The
first published investigations of this event were performed
with RIFT, via direct comparison to numerical relativity [19]
and to NR-calibrated surrogates [22–24], as part of coordi-
nated PE with HM on all O1 and O2 events [10, 25]. Per-
haps surprisingly [26, 27], despite its low amplitude and signal
brevity, some posterior inferences about GW170729 are noti-
cibly influenced by the incorporation of higher modes. Higher
modes have been previously demonstrated to impact the inter-
pretation of GW150914; see, e.g., [19]. In both cases, HM
effects do not produce substantial changes relative to the still-
large statistical error. But in both cases, higher-mode effects
are large enough that, in the immediate future, their neglect
would impact the interpretation of a subpopulation of simi-
lar objects. Thus, these two cases demonstrate that HM can
have an astrophysically interesting impact on the interpreta-
tion of even the first few observed GW sources. Particularly
because extreme sources like GW170729 can have influence
astrophysical interpretation of the BBH population – being al-

ready at the margins of the mass, mass ratio, spin distribution
– and because the combination of multiple sources can exac-
erbate systematic biases present in the interpretation of any
individual source, it is particularly important to perform anal-
ysis of sources like GW170729 with our best-available under-
standing of general relativity.

Recently, Chatziioannou and collaborators [1] (ourselves
included) conducted a follow-on investigation to report more
detail about this event and the impact of HM in particu-
lar. These investigations included not only reproducing the
RIFT analysis described above, but also calculations with
LALInference, a well-developed GW parameter-inference
code. Additionally, benefiting from recent developments in
waveform coding and internal validation, these investigations
also used two new approximate waveform families: IMRPhe-
nomHM [28] and SEOBNRv4HM [29]. This investigation
therefore provided a rare opportunity to compare model-based
parameter inference using both LI and HM to model-based
parameter inference using RIFT and HM on real data and in
a production environment. Despite a track record of good
agreement for several approximations, including analyses of
this event, the two codes do show mild tension between results
using HM with L > 2. This technical document provides a
detailed summary and investigation of the RIFT HM results,
as a companion to Chatziioannou et al [1].

In Section II, we review the RIFT results with HM and
salient differences from LI results, as reported in the Ap-
pendix of [1]. In Section III, we describe several end-to-end
reanalyses performed with different code settings and inputs,
almost exclusively with RIFT, providing a detailed internal
self-consistency test that the RIFT results were stable to code
settings. In Section IV, we describe additional investigations
we performed to validate the RIFT code. Despite these inves-
tigations, we have not identified any cause to doubt the RIFT
results presented here, nor an explanation for the discrepancy
between RIFT and LI results with HM for GW170729.

II. RESULTS

The Appendix of [1] provides a numerical summary of the
RIFT results for GW170729 using SEOBNRv4HM, NR, and
NR/NRsurrogate-based PE. Figure 1 provides a graphical rep-
resentation of these results. For comparison and to visually
highlight the differences seen between the two codes, the sec-
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FIG. 1: RIFT results for 170729 without and with HM, for the fidu-
cial “zprior”. Top panel: RIFT-only results with and without HM.
Results with HM are in good agreement for all three techniques
used with RIFT; results without HM are in good agreement between
all codes and approximations. Bottom panel: The one-dimensional
marginal mass ratio distribution for q, showing models with only
L = 2 modes as dashed lines and models with some L > 2 modes
as dotted lines. LI results are taken from [1]. Comparing the two sets
of dotted lines between the RIFT results and the LI results identifies
differences when HM are employed.

ond panel of this figure compares the NR and NR-surrogate
RIFT results to corresponding LI results for all other models.
While results using only L = 2 modes show good agreement,
calculations with HM included are not completely consistent.

All subsequent tests described in this work use similar set-
tings to the RIFT analyses described in [1].

III. REANALYSES WITH ALTERNATIVE SETTINGS

RIFT and LI are two independently-implemented parame-
ter estimation codes, with different data handling; likelihood
implementations; and algorithm. Despite these differences,
in our own internal investigations with several approximants

which lack HM (e.g., SEOBNRv3, IMRPhenomD) and in sev-
eral previous studies, results from these two independent ap-
proaches have been in good agreement for comparable data
and using identical waveform models. In this investigation,
however, the RIFT analyses using SEOBNRv4HM (shown
in figure 1 do not precisely reproduce the inferred distribu-
tions from LI using the same waveform model. While both
codes draw the largely similar conclusions, particularly for
the other binary parameters, the LI analysis slightly favors un-
equal mass over RIFT inferences.

To investigate potential sources for these small differences,
we conducted extensive tests for this event, repeating their
analysis end-to-end with RIFT many times. As demonstrated
in other studies [30], we demonstrated RIFT results do not
depend on details of the NR simulation grid used (e.g., as
demonstrated by the agreement between RIFT results from
SEOBNRv4HM, pure NR, and NR/NRSur). We demon-
strated that removing Virgo from the analysis did not change
RIFT results. We demonstrated that RIFT results do not de-
pend on the coordinate fitting strategy, by adopting alternative
choices of fit coordinates; see Figure 4. This test, along with
good agreement using non-HM models, precludes the possi-
bility that the underlying priors were implemented incorrectly.
We demonstrated that RIFT results do not depend on the noise
power spectrum model, by reproducing the analysis using sev-
eral different proposed BayesWave [31] noise power spectra
drawn from different durations of data, as well as with an off-
source PSD; see Figure 5. We demonstrated that RIFT re-
sults do not seem to depend on the data handling adopted,
by using different amounts of data selected and different data
handling; see Figure 3. (RIFT by default employs a much
larger data buffer, and uses inverse spectrum truncation; how-
ever, RIFT results using LI-style data intervals and Tukey win-
dowing were indistinguishable from our results). We demon-
strated that RIFT results do not depend on the data sampling
rate used in the analysis. We demonstrated that RIFT results
do not depend on the waveform duration assumed, adopting
several different starting frequencies for template generation;
see Figure 6. (Additionally. the NR analysis always uses the
full NR simulated waveform, and therefore is not subject to
startup transients.) We demonstrated that RIFT results do not
depend on the accuracy of Monte Carlo integration. (All RIFT
marginalized likelihood evaluations are evaluated twice, to in-
sure the possibility of retrospective consistency checks. We
checked the individual data points agreed.) Finally, because
RIFT assumes perfect calibration, the group demonstrated that
LI results for SEOBNRv4HM did not depend on whether or
not LI marginalized over calibration error, by performing a LI
analysis in which calibration error marginalization was dis-
abled.

IV. CODE TESTS

The RIFT team also did a detailed investigation of its code.
They checked the waveform interface to models with HM in
general (and SEOBNRv4HM in particular) was used correctly
and consistent with the code path used by LI. Because of
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FIG. 2: RIFT analysis stability investigations: omitting Virgo. Be-
cause the Virgo data was the most feature-rich, with the most com-
plicated PSD, we reanalyzed GW170729 without any Virgo data, to
assess whether some problem with RIFT Virgo data handling might
have changed the result. This change produces very modest changes
relative to our fiducial analysis, at the margins of our ability to re-
solve with current sampling. These changes are not sufficient to per-
turb the mass ratio distribution, relative to the changes needed to
reproduce the LI result.

the significantly-bimodal arrival time distribution for 170729
when HM were present, they checked that the time window
used for likelihood marginalization always contained all rele-
vant support.

In parallel to a related study [20], they checked the low-
level likelihood code with multiple independent implemen-
tations of Eq. (A7), confirming agreement to roundoff-level
error. Because one of the implementations involved complete
reimplementation of every low-level function used by the like-
lihood (e.g., the spin-weighted spherical harmonics, arrival
time, inner products, et cetera), and because several of these
steps involved careful unit test (e.g., the spin-weighted spheri-
cal harmonics), we are confident the low-level likelihood code
is correct.

V. CONCLUSIONS

After all these investigations, we have not been able to
identify any mechanism which changes the RIFT HM results
to precisely agree with the LI HM results, or indeed to change
them at all. We point out that in one previous work [32],
RIFT results for GW170817 were also mildly incongruent
with the corresponding LI results, in that case for IMRPhe-
nomD NRTidal. Given considerable experience with both LI
and RIFT, we appreciate that true errors can conceivably be
present and remain undetected, both in these codes and in how
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FIG. 3: RIFT analysis stability investigations: data handling. RIFT
normally uses a longer data analysis window (set by the signal du-
ration, with considerable padding on either side), not the 4s window
fixed for use by LI. RIFT also uses different data conditioning meth-
ods. We adopted as close as RIFT can achieve to the data handling
used by LI. This change produces very modest changes relative to our
fiducial analysis, at the margins of our ability to resolve with current
sampling. These changes are not sufficient to perturb the mass ratio
distribution, relative to the changes needed to reproduce the LI result
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FIG. 4: RIFT analysis stability investigations: alternative coordi-
nates. RIFT uses a specific coordinate system (and priors imple-
mented in that coordinate system). If the structure of the fit is sen-
sitive to smoothing effects or distortions imposed by the coordinate
system or priors, alternative coordinates could identify these effects.
No differences are seen.
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FIG. 5: RIFT analysis stability investigations using SEOBNRv4HM: reanalysis with alternative PSDs. The left panel compares an analysis
with an alternative BW PSD to the fiducial SEOBNRv4HM RIFT and LI results; the right panel performs a similar comparison, but using an
off-source PSD. This change produces very modest changes relative to our fiducial analysis. These changes are not sufficient to perturb the
mass ratio distribution, relative to the changes needed to reproduce the LI result.
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FIG. 6: RIFT analysis stability investigations using SEOBNRv4HM: reanalysis with alternative signal durations. For the right panel, where
the starting frequency of the waveform is well below the starting frequency of the time integration, no differences are seen. For the left panel,
the blue curve shows the effect of raising the starting waveform frequency to 20Hz, such that the higher modes start above 20 Hz. Even though
this extreme change produces some differences relative to our fiducial analysis, they do not explain the differences seen in mass ratio.

they’re applied to specific events. We defer future exploration
and a detailed discussion of these differences to future work.
Where available, RIFT results are provided at or linked from
https://github.com/oshaughn/RIFT pe public samples.
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APPENDIX A: RIFT NOTATION

The following text, duplicated from [20], is provided as a
reference to inform discussion of tests of the RIFT algorithm
and results.

ILE – a specific algorithm to “Integrate (the Likeilhood)
over Extrinsic parameters” – provides a straightforward and
efficient mechanism to compare any specific candidate grav-
itational wave source with real or synthetic data [11, 18, 19,
33], by marginalizing the likelihood of the data over the seven
coordinates characterizing the spacetime coordinates and ori-
entation of the binary relative to the earth. Specifically the
likelihood of the data given gaussian noise, relative to gaus-
sian noise, has the form (up to normalization)

lnL(λ, θ) = −1

2

∑
k

〈hk(λ, θ)−dk|hk(λ, θ)−dk〉k−〈dk|dk〉k,

(A1)
where hk are the predicted response of the kth detector due to
a source with parameters (λ, θ) and dk are the detector data
in each instrument k; λ denotes the combination of redshifted
mass Mz and the remaining parameters needed to uniquely
specify the binary’s dynamics; θ represents the seven extrin-
sic parameters (4 spacetime coordinates for the coalescence
event and 3 Euler angles for the binary’s orientation relative
to the Earth); and 〈a|b〉k ≡

∫∞
−∞ 2dfã(f)∗b̃(f)/Sh,k(|f |) is

an inner product implied by the kth detector’s noise power
spectrum Sh,k(f). In practice we adopt both low- and high-
frequency cutoffs fmax, fmin so all inner products are modi-
fied to

〈a|b〉k ≡ 2

∫
|f |>fmin,|f |<fmax

df
[ã(f)]∗b̃(f)

Sh,k(|f |)
. (A2)

The joint posterior probability of λ, θ follows from Bayes’
theorem:

ppost(λ, θ) =
L(λ, θ)p(θ)p(λ)∫

dλdθL(λ, θ)p(λ)p(θ) , (A3)

where p(θ) and p(λ) are priors on the (independent) variables

θ,λ. For each λ, we evaluate the marginalized likelihood

Lmarg ≡
∫
L(λ, θ)p(θ)dθ (A4)

via direct Monte Carlo integration over almost all parame-
ters θ, where p(θ) is uniform in 4-volume and source orienta-
tion. For the event time parameter, we marginalize by direct
quadrature, for each choice of the remaining Monte Carlo pa-
rameters. For the remaining dimensions, to evaluate the likeli-
hood in regions of high importance, we use an adaptive Monte
Carlo as described in [11].

This marginalized likelihood can be evaluated efficiently by
generating the dynamics and outgoing radiation in all possi-
ble directions once and for all for fixed λ, using a spherical
harmonic decomposition. Using this cached information ef-
fectively, the likelihood can be evaluated as a function of θ
at very low computational cost. A dimensionless, complex
gravitational-wave strain

h(t, ϑ, φ;λ) = h+(t, ϑ, φ;λ)− ih×(t, ϑ, φ;λ) , (A5)

can be expressed in terms of its two fundamental polarizations
h+ and h×. Here, t denotes time, ϑ and φ are the polar and
azimuthal angles for the direction of gravitational wave propa-
gation away from the source. The complex gravitational-wave
strain can be written in terms of spin-weighted spherical har-
monics −2Y `m (ϑ, φ) as

h(t, ϑ, φ;λ) =

∞∑
`=2

∑̀
m=−`

Dref

D
h`m(t;λ)−2Y `m (ϑ, φ) ,

(A6)

where the sum includes all available harmonic modes
h`m(t;λλλ) made available by the model; where Dref is a fidu-
cial reference distance; and where D, the luminosity distance
to the source, is one of the extrinsic parameters.

Following Pankow et al. [11], we substitute expres-
sion (A6) for h`m into the expression hk(t) = F+,kh+(tk) +
F×,kh×(tk) for the detector response hk, where tk = tc −
~xk · n̂ is the arrival time at the kth detector (at position ~xk)
for a plane wave propagating along n̂ [11]. We then substi-
tute these expressions for hk into the likelihood function (A1)
thereby generating [11]

lnL(λ, θ) = (Dref/D)Re
∑
k

∑
`m

(Fk−2Y `m)∗Qk,lm(λ, tk)

− (Dref/D)2

4

∑
k

∑
`m`′m′

[
|Fk|2[−2Y `m]∗−2Y `′m′Uk,`m,`′m′(λ)+Re

(
F 2
k−2Y `m−2Y `′m′Vk,`m,`′m′

)]
(A7)

where where Fk = F+,k − iF×,k are the complex-valued
detector response functions of the kth detector [11] and the

quantities Q,U, V depend on h and the data as

Qk,`m(λ, tk) ≡ 〈h`m(λ, tk)|d〉k
= 2

∫
|f |>flow

df

Sn,k(|f |)
e2πiftk h̃∗`m(λ; f)d̃(f) ,

(A8a)

Uk,`m,`′m′(λ) = 〈h`m|h`′m′〉k , (A8b)
Vk,`m,`′m′(λ) = 〈h∗`m|h`′m′〉k . (A8c)
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Rewriting sums as matrix operations, the likelihood can be
equivalently expressed as

lnL =
Dref

D
Re[(FY )†Q]

− D2
ref

4D2
[(FY )†UFY + (FY )TV FY ] (A9)

where F,D are arrays over extrinsic parameters; Q is an array
over time and (l,m); and U, V are matrices over (l,m).
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and S. Ossokine, Phys. Rev. D 98, 084028 (2018), 1803.10701.

[30] J. Lange, R. O’Shaughnessy, and M. Rizzo (2017).
[31] N. J. Cornish and T. B. Littenberg, Classical and Quantum

Gravity 32, 135012 (2015), 1410.3835.
[32] The LIGO Scientific Collaboration, the Virgo Collaboration,

B. P. Abbott, R. Abbott, T. D. Abbott, F. Acernese, K. Ack-
ley, C. Adams, T. Adams, P. Addesso, et al., Submitted to PRX
(2018).

[33] J. Lange, R. O’Shaughnessy, M. Boyle, J. Calderón Bustillo,
M. Campanelli, T. Chu, J. A. Clark, N. Demos, H. Fong,
J. Healy, et al., Phys. Rev. D 96, 104041 (2017), 1705.09833.


